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DSGE models

Et {f(yt+17 Yt, Yt—1, ut)} = (

Ut — O0€¢
E(Gt) = 0
Eee,) = X

y . vector of endogenous variables

u . vector of exogenous stochastic shocks
o . stochastic scale variable

¢ . auxiliary random variables
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°

Remarks

-

The exogenous shocks may appear only at the current
period

There is no deterministic exogenous variables

Not all variables are necessarily present with a lead
and a lag

Generalization to leads and lags on more than one
period
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Solution function

Yt = g(yt—lautaa)
Then,

Yi+1 =  g(yt,ut+1,0)
g(g(yt—l,Ut, J>7 Ut+1, J)

F(yi—1,ut,ut41,0) = fl9(g(yt—1,ut,0),ut+1,0),9(Yt—1,ut,0), Yt—1, Ut)

Et {F(yt—la Ut, Ut41, U)} =0
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Steady state

A N

deterministic steady state, g, for the model satisfies
f(©,9,9,0) =0

A model can have several steady states, but only one of
them will be used for approximation.
Furthermore,

y = g(y,0,0)
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First order approximation
A

Ey {F(l)(yt—lautaut—l—laa)} =

Et{f(ga g) g? O) T fy+ (gy (gy?) + Ju T gUO-) + guu/ + gOO-)

-

round :

+ fuo (94U + gutt + go0) + f,_ U + fuu}
= 0

. N — /
with Y=Yt—1 — Y, U = Ut, U = Ut+1, fy+ - 8yt+1 f?JO - 3yt

_ _of _ of __ _0Og __ 0g _
foo = gy Ju = Fupr Iy = a0 u = g Yo = o
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Taking the expectation

- N

Ly {F(l)(yt—lautaut—l—l,g)} =
f(ga Y,Y, O) + fy+ (gy (ng + guU + 900') —+ gao')
+fyo (940 + gutt + 9o0) + fy_ 9 + fuu}

— (fy+gygy T fyogy =+ fy_) y + (fy+9ygu + fyogu + fu) u

T (fy+gyga + fyoga) o
= 0
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Recoveringg,

- N

(fy+9y9y + fyo0y + fy_) y =10
Structural state space representation:
U O O R I P o B A I
Y+ G = y Yo 0
I 0 9y 0 I 9y
or
0 fyu Yyt — Y | e e || Y1
EERUN AR 0 L =9
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Structural state space representation

- N

Dxiy1 = By

with ] ] ] ]

| vy | Y1y
Tt4+1 = _ Tt = _
_yt+1—y_ Yt — Yy

# There is an infinity of solutions but we want a unique
stable one.

# Problem when D is singular.
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Real generalized Schur decomposition

-

pencil < E, D >:

D
b

Taking the real generalized Schur decomposition of the

B

OTZ
QSZ

with T', upper triangular, S quasi-upper triangular, Q'Q = I

and 7’7 = 1.
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Generalized eigenvalues

f)\@- solves T
NDx;, = Ex;
For diagonal blocks on S of dimension 1 x 1:
® Ty A0\ =5
T =0, 55 >0 A =400
Ti;i = 0,5 <0: A= —00
Tii =0,5;, =0 AeC

e o @
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-

111
0

Applying the decomposition

119
by |

Z11
] 21

gy?j

£12
229 |

S11 512 Z11 212 I
0 522_ a1 Zaa || 9y

-

Nagh
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Selecting stable trajectory
B

0 exclude explosive trajectories, one imposes

Z91 + Za2g, = 0

Gy = —22_21221

A unigue stable trajectory exists if Zo5 IS non-singular: there
are as many roots larger than one in modulus as there are
forward—looking variables in the model (Blanchard and
Kahn condition) and the rank condition is satisfied.

o |

Computing first and second order approximations of DSGE isadiéh DYNARE — p. 13/3:



Recoveringg,

fy+9y9u + fyogu + fu=0

Gu = — (fy, gy + fyo)_l Ju
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Recoveringg,

- N

fy+gyga + fyoga =0

go =0

Yet another manifestation of the certainty equivalence
property of first order approximation.
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Irst order approximated decision functior

- N

Yt = Y + gyy + gy

E{yiy = ¥
Zy — gyzygg;‘FUquZeg&

The variance is solved for with an algorithm for Lyapunov
equations.
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Second order approximation of the mode

- N

E; {F(z)(yt—l,ut,ut+1, 0)} =

Et{F(l)(ytl,Ut,ut+1,0)

+0.5 <Fyy (G ®G) + Fuu(u®@u) + Fyp (v @u') + F(ma2>

+Fy_w(Qu)+ F, (§@u)+ Fy_olo + Fyuy (u®u) + Fuouo + Fulau’a}
= Et{F(l)(yt—l,ut,ut+1,0)}

40.5 (Fy_y_ (G @ 9) + Fuu(u@u) + Fury (0?5e) + F0002>

+Fy_u(g®u) + Fy_aga‘f‘ Fuscuo
= 0
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Representing the second order derivative

-

The second order derivatives of a vector of multivariate

-

functions is a three dimensional object. We use the
following notation

O°F
0xdxr

- 0*F 0*F, 0*F, OPF 7]
8%185[31 8%18562 8%285131 aibn(?xn
0> Fy 0*Fy 0> F, 0% Fy
ax18$1 a$18£€2 8@8551 6£Cnaxn
0*F,, 0*F,, 0*F,, 0*F,,

— ax18$1 a$18£€2 8@8551 6£Cnaxn ~
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Composition of two functions

-

Let

-

y = g(s)
fly) = flg(s))

then,

O%f  Of 929 02f (ag @)

0sOs Oy 0s0s i Oyoy \ Os “ 0s
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Recoveringg,,

- N

Ey y. = Jy (9yy(gy @ gy) + 9y9yy) + fro9yy + B
= (

where B iIs a term that doesn’t contain second order
derivatives of g().
The equation can be rearranged:

(fy+gy T fyo) yy T fy+9yy(gy =L gy) = —B

This is a Sylvester type of equation and must be solved with
an appropriate algorithm.
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Recoveringg,,

- N

Fyow = Jy (gyy(gy R Gu) + gygyu) + fyoGyu + B
= 0

where B Is a term that doesn’t contain second order
derivatives of g().
This is a standard linear problem:

Jyu = — (fy, 9y + fyo)_1 (B + [y, 9yy(9y © gu))
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Recoveringg,,

- N

Fuu — fy+ (gyy(gu =L gu) + gyguu) T fyoguu + B
= 0

where B iIs a term that doesn’t contain second order
derivatives of g().
This is a standard linear problem:

guu — (fy+gy _I_ fyo)_l (B _I_ fy+9yy(9u ® g’LL))
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Recoveringg,s, guo

Fya — fy+gygya + fyogya

= 0
Fua — fy+gygua =+ fyogua
= 0
as g, = 0. Then
Jyo = Guo — 0
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Recoveringg,,

Foo + Fyw2e = fy+ (gaa -+ gygaa) + fyogaa

+ (fy+y+ (gu & gu) + fy+guu) ie
= 0

taking into account g, = 0.
This is a standard linear problem:

Joo — — (fy+ ([ - gy) + fyo)_l (fy+y+ (gu 0 gu) =+ fy+guu) ie
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Second order decision functions

- N

Yyt =+ 0.59000° + gy§ + guti + 0.5 (gyy (§ ® §) + guu(u @ u)) + gyu(§ @ u)

We can fixo = 1.
Second order accurate moments:
2y = gyzygly + UQQUZE.Q;L

—

E {yt} — (] o gy)_l (g + 0.5 (gaa =+ gyyzy + guuie))
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Stochastic versus deterministic SS

-

fDeterministic: steady state: the point where the agents
decide to stay, in the absence of shocks, and ignoring futur
shocks.
Stochastic steady state: the point where the agents decide
to stay, in the absence of shocks, but taking into account
the likelihood of futur shocks.
It is possible to compute a second order approximation
around the stochastic steady state.
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Further iIssues

-

f # Impulse response functions depend of state at time of
shocks and history of future shocks.

# For large shocks second order approximation
simulation may explode

s pruning algorithm (Sims)
s truncate normal distribution (Judd)
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DYNARE commands
-

Commands:

® check:

#® shocks; ...end,

# stoch_simul(options) variable list;
Options:

o order =1,[2]

# solve algo =0,1,[2]
# dr _algo=10],1

o irf=0,...,[40],...
$ noprint
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Optimal Linear Regulator

-

Consider,

o
max Eo Y 8 (yiWiiye + 20 Wiawg + u;Waouy)

S.1.
A+Et (yt+1) + A()yt + A—yt—l + But + O@t =0
Lagrangian:

0
L o= By 87 yiWiay + 2 Wiou + ujWasu,
t=1

+ A (A4 By (Y1) + Aoy + A—yp—1 + Bug + Cey) }
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oL
oY1

OL
8yt

OL
8ut

oL
Ot

First order conditions

2Wi1y1 + 2Wigus + AGh1 + BA”_E1 (A\2)

0

2Wiiys + 2Wioue + B A A1 + Aphe + BAEy (A1) t=2,...
0

OWioyr + 2Waour + B' Xy t=1,...

0

Ay Bt (Yt+1) + Aoyt + A—yt—1 + Buy + Cey

0

One can write the first equation (for ¢t = 1) as the second one (for ¢t > 1) if and only if A\g = 0.

o
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Augmented mode|

- N

2Wh1ye + 2Wiguy + B A N1 + Agh + BAT By (My1) = 0
QW oyt + 2Wasuy + B'Ny = 0
Ay By (yey1) + Aoy + A—yi—1 + Bug + Cey

I
-

for yo given and Ay = 0.
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Example: cgg_olr.mod
iar y inf r; T

varexo e_y e_inf;

paraneters delta sigma al pha kappa;

delta = 0. 44,
kappa = 0.18;
al pha = 0. 48;
sigma = -0. 06;

nodel (1 i near);

y = delta » y(-1) + (1-delta) * y(+1) + sigma *(r - inf(+1)) + e_y;
inf = al pha = inf(-1) + (1-alpha) » inf(+1) + kappa*y + e_inf;
end;
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Example: cgg olr.mod (continued)
 nooks .

var e y; stderr 0.63;
var e_inf; stderr 0.4,
end;

olr _inst r;
opti m wei ghts;
y 1

Inf 1;

end;

ol r:
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